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Characterization of dynamic gas–solid distribution in fluidized beds

Heping Cui, Navid Mostoufi, Jamal Chaouki∗

Department of Chemical Engineering, Biopro Research Center, Ecole Polytechnique de Montreal,
CP 6079, succ. Centre-ville, Montreal, Que., Canada H3C 3A7

Received 25 November 1999; received in revised form 23 March 2000; accepted 31 March 2000

Abstract

A probability distribution model of the local voidage was proposed to describe and simulate dynamic gas–solid distribution in the bubbling
and turbulent fluidized bed reactors. Experiments were carried out in an air-fluidized bed. The bed materials were FCC particles (Geldart A)
and irregular sand particles (Geldart B). A cross-optical fiber probe was employed to measure dynamic voidage. The minimum probability
method was introduced to identify the division between the emulsion phase and the bubble phase. The statistical analysis indicated that
the two particle types employed have extremely different dynamic behaviors corresponding to different gas–solid distributions and the
interaction between the bubble and emulsion phases. For the FCC particles, the voidage of the emulsion phase is very close to that at the
minimum fluidization with little effect from the formation and motion of bubbles in bubbling regime, and deviates a little fromεmf in
turbulent regime. For the sand particles, the voidage of the emulsion phase differs far from that at the minimum fluidization, and the bubble
phase gradually becomes more dilute from bubbling to turbulent regime. However, for both particles the dynamic voidage fluctuations in
the emulsion phase and the bubble phase followed beta distribution under various operating conditions. The probability density functions
of the local voidage fromεmf to 1 showed the continuous double-peak phenomena, one peak for the emulsion phase and another for the
bubble phase, and evolved with changing operating conditions and bed position. A particular distribution, called coupled beta distribution,
was developed to describe and simulate such probability density function with double peaks and its complex evolution from bubbling to
turbulent regime. The quantification of the probability density function then statistically introduced the spatiotemporal two-phase flow
structure. © 2000 Elsevier Science S.A. All rights reserved.
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1. Introduction

Gas–solid fluidized bed reactors have found a wide range
of industrial applications. However, the heat/mass transfer
and reaction within such reactors are far from being well
understood and effectively quantified due to the complexity
of the gas–solid interactions. Many models with simple
assumptions have been suggested to describe the behavior
of the two phases. These models have been widely in-
troduced in the literature [1–4]. They have explained and
made sense of the main features of the bubble and emul-
sion phases in fluidized beds and have been of great help
in improving knowledge of the interaction between the two
phases.

The traditional two-phase theory assumes the existence of
only two phases in the fluidized bed, i.e., solid-free bubbles
(ε=1) and emulsion phase at minimum fluidization (ε=εmf).
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However, this assumption is an oversimplification of what
actually happens in the bed. In fact, the existence of solid
particles in the bubbles has been shown both experimentally
[5–7] and theoretically [8,9]. The emulsion also does not
stay at minimum fluidization state, but can contain more gas
at higher gas velocities [10,11]. This phenomena results in
a dynamic distribution of the two phases with the voidage.
The dynamic gas–solid distribution can have a considerable
effect on the apparent reaction and heat/mass transfer rate in
the fluidized beds. The traditional two-phase theory is inca-
pable of predicting these rates properly. Another shortcom-
ing of the simplified two-phase theory is that it is mostly
limited to explain the low-velocity bubbling fluidization and
is not able to explain the evolution of the two phases upon
increasing the gas velocity. Increasing the superficial gas ve-
locity in a fluidized bed causes a better mixing of the two
phases which results in more solid particles entering the bub-
bles and more gas entering the emulsion phase. As a result,
a wider dynamic distribution can be observed by increasing
the gas velocity, while the simple two-phase model is unable
to justify it.
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In the recent years, more works have focused on the dy-
namic behavior of the two-phase flow structures in actual flu-
idized processes in order to improve the understanding of the
interaction between the two phases [12–15]. Some of these
studies have demonstrated the complexity of the gas–solid
distribution in the gas–solid fluidized beds [11,16,17]. A bet-
ter understanding of how solids disperse in the bubbles and
how gas enters the emulsion has an enormous impact on
the practical use of the fluidized bed reactors [4], which is
also highly valuable for improving the traditional two-phase
model for industrial applications. Therefore, this paper fo-
cuses on quantitative description of the dynamic gas–solid
distribution of the two phases in the bubbling and turbulent
fluidization regimes by analyzing the probability distribu-
tion function of the local voidage fromεmf to 1.

2. Probability distribution model

The simple two-phase model assumes the existence of two
extreme phases, namely the solid-free bubble phase (ε=1)
and the emulsion phase at minimum fluidization (ε=εmf).
Throughout this paper, we refer to the solid-free bubbles as
pure bubblephase and the emulsion at minimum fluidiza-
tion assaturated emulsion. Of course, one has to remember
that a bubble consists of a core gas region surrounded by the
cloud, in which the particles exist. The particles can pene-
trate into different bubble regions. However, in the middle
of the bubble there may be a gas core in which no particle
enters. Evidence will be given later in Section 4 for the exis-
tence of such gas core. Therefore, the phrase “pure bubble”
in this paper refers to that portion of the bubble that “con-
tains absolutely no solids” and should not be confused with
the whole bubble as if it does not contain any particle.

In the simplified two-phase theory, the distribution of the
voidage in the fluidized bed is assumed to be equal to either
1 orεmf , as illustrated by the dashed line in Fig. 1. The corre-
sponding cumulative probability distribution function could

Fig. 1. Probability distribution model of the local voidageε.

be expressed by a simplified two-phase model as follows:

Pr0(ε) = Pre
0(ε) + Prb

0(ε) (1)

in which

Pre
0(ε) = f 0 (2)

Prb
0(ε) =

{
0, εmf ≤ ε < 1
1 − f 0, ε = 1

(3)

where Pr0(ε), Pre0(ε), and Prb0(ε) are the cumulative prob-
ability distribution functions of the local voidage for the
overall, saturated emulsion phase, and pure bubble phase,
respectively, andf 0 is the emulsion phase fraction:

f 0 = 1 − εr

1 − εmf
(4)

whereεr is the time-averaged voidage at an arbitrary local
position.

The actual flow structure in fluidized beds show highly
complicated spatiotemporal dynamic behavior due to the
nonlinearity of the gas–solid interaction. The emulsion and
bubble phases, with various irregular structures at different
time and position, exhibit not only extreme behavior with
the voidagesεmf or 1, but also dynamic behavior with a
series of voidages in between [18], corresponding to dy-
namic gas–solid distribution, as shown in Fig. 1. Therefore,
we introduced a probability distribution model of the local
voidage varying fromεmf to 1 in order to describe the cu-
mulative probability distributions of the complex gas–solid
distribution of the two-phase flow structure as the following:

Pr(ε)
1

1 − εmf

∫ ε

εmf

pr(ε) dε (5)

Eq. (5) can also be expressed as

Pr(ε) = Pre(ε) + Prb(ε) (6)

where

Pre(ε) = f

1 − εmf

∫ ε

εmf

pre(ε) dε (7)

Prb(ε) = 1 − f

1 − εmf

∫ ε

εmf

prb(ε) dε (8)

thus

Pr(ε) = f

1 − εmf

∫ ε

εmf

pre(ε) dε + 1 − f

1 − εmf

∫ ε

εmf

prb(ε) dε

= 1

1 − εmf

∫ ε

εmf

(f pre(ε) + (1 − f )prb(ε)) dε (9)

pr(ε) = f pre(ε) + (1 − f )prb(ε) (10)

where Pr(ε), Pre(ε), and Prb(ε) are the cumulative probability
distribution functions of the local voidage of the overall, the
emulsion phase and the bubble phase, respectively, while
pr(ε), pre(ε), and prb(ε) are the corresponding probability



H. Cui et al. / Chemical Engineering Journal 79 (2000) 133–143 135

density functions,εmf≤ε≤1; andf is the dense phase fraction
which determines the weight factors. All parameters and
variables in the above model are functions of the operating
conditions, bed position, and bed materials.

In order to further characterize the complex two-phase
flow structure in timescale, we assumed that the maximum
and minimum voidages exist on the ideal center of the bub-
ble phase and the ideal center of the emulsion phase, respec-
tively, and the voidage changes monotonously between the
two centers. According to Eqs. (5)–(10), the gas–solid dis-
tribution between an emulsion phase element and its neigh-
boring bubble phase element [17] at timescale, called the
spatiotemporal gas–solid distribution for convenience, could
then be statistically described by a series of local voidages
from the ideal center of the emulsion phase element to
the ideal center of its neighboring bubble phase element at
timescale. The method of equality of probability [19] was
used to divide the probability function fromεmf to 1 inton
scopes of each probability equal to 1/n, for which a distance
of unit time between the two centers was assumed:

Pr(εi+1) − Pr(εi) = 1

1 − εmf

∫ εi+1

εi

pr(ε) dε

= 1

n
, i = 0, 1, . . . , n − 1 (11)

where εi is the local voidage corresponding to the time
coordinatei/n from the center of the emulsion phase ele-
ment to the center of its neighboring bubble and Pr(εi) is
the cumulative probability of the local voidages fromεmf
to εi . Eq. (11) gives the dependence of the local voidage
(εi) with respect to the coordinate (i/n), which can be sum-
marized into a two-dimensional vectorY = {(0, ε0(εmf)),

(1/n, ε1), . . . , (i/n, εi), . . . , (1, εn(1))}. The spatiotempo-
ral gas–solid distribution shows how gas and solids interpen-
etrate the bubble and emulsion phases and statistically gives
practical flow structure element (from the center of an emul-
sion phase element to the center of a bubble phase element)
at timescale. This can help to understand quantitatively the
gas–solid interactions in the fluidized bed.

In order to quantitatively characterize the gas–solid distri-
bution and the influence of the operating conditions thereof,
a large number of experiments were conducted using differ-
ent bed materials. The resulting gas–solid distribution was
then developed according to the probability model described
above.

3. Experimental

Experiments were carried out in an air-fluidized bed of
152 mm diameter and 1.5 m height under ambient condi-
tion and different superficial gas velocities, covering the
bubbling and turbulent fluidization regimes. Air was intro-
duced into the bed through a nozzle type distributor placed
above a stainless steel porous plate. Two types of particles,
namely, FCC (ρp=1673 kg/m3, dp=70mm) and irregular

Table 1
Size distribution of the bed materials

Size (mm) Percentage

FCC
20 1
40 7
80 50

105 22
149 20

Sand
90 2.2

180 4.36
250 5.84
417 28.7
595 16.5
850 20.0

1000 30.0

sand particles (ρp=2650 kg/m3, dp=385mm) with a wide
size distribution, as given in Table 1, were used as bed ma-
terials to understand and compare the gas–solid distribution
of Geldart A and Geldart B particles. The static bed height
was 300 mm for all the experiments. The transition super-
ficial gas velocity from bubbling to turbulent fluidization,
Uc, was determined by the standard deviation analysis of
absolute pressure fluctuations and found to be 0.77 m/s for
the FCC particles and 1.50 m/s for the sand particles.

A cross-optical fiber probe with a measurement volume
defined by its two cross-fiber bundles of 0.8 mm in diam-
eter, was placed at an axial position of 150 mm above the
distributor level and at different radial positions to measure
instantaneous voidage. The optical fiber probe was cali-
brated according to the procedure described by Reh and Li
[20]. The measurement volume of the probe employed in
this work is very small compared to the size of bubbles.
Thus, this probe is sensitive to the local flow pattern and
the interaction between bubbles and such probe does not
influence the measurements of the actual flow structure.

A PV-4A Particle Velocity Analyzer, made by the Institute
of Chemical Metallurgy, Chinese Academy of Sciences, was
employed to obtain time series of dynamic voidages. For
each run, more than 64 000 data, with a sampling frequency
of 488 Hz, were acquired.

4. Results and discussion

4.1. Minimum and maximum voidages

The minimum voidage (εmin) and the maximum voidage
(εmax) of the two-phase flow structure were analyzed in or-
der to verify whether or not the emulsion phase and the
bubble phase actually show the extreme behavior. In this
paper, the voidage corresponding to<1% cumulative prob-
ability distribution of the local voidage fromεmf to 1 was
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Fig. 2. Change in the minimum voidage of the emulsion phase,εmin, and the maximum voidage of the bubble phase,εmax, with Ug for FCC and sand
particles (r/R=0 andr/R= 5

6).

defined asεmin. The voidage corresponding to >99% cumu-
lative probability distribution of the local voidage fromεmf
to 1 was defined asεmax. As shown in Fig. 2, the experimen-
tal results indicated that for the FCC particles the formation
and motion of the bubbles have less effect on the voidage of
the emulsion phase and the minimum voidage in the emul-
sion phase remains almost as that of the saturated emulsion,
εmf , over a wide range of gas velocities. For the sand par-
ticles, however, more gas enters and dilutes the emulsion
phase and the minimum voidage increases fromεmf almost
linearly with increasingUg, which indicates the increasing
degree of dilution of the emulsion phase. On the other hand,
the maximum voidage,εmax, exhibits the similar trends for
the FCC and sand particles, i.e., rising exponentially with
increasing gas velocity at the beginning and then remain-
ing nearly constant at higher gas velocities, as illustrated in
Fig. 2. For the sand particles, bubbles seem to be very close
to the pure bubbles at higherUg, while for the FCC particles
εmax is considerably lower than unity due to the presence of
more particles in the bubbles, as also shown in Fig. 2. Such
changes inεmin andεmax with Ug can be expressed as

εmin = εmf + kmin(Ug − Umf) (12)

εmax=kmax(∞) − kmax(1) exp[− (Ug − Umf)/kmax(2)] (13)

where (kmin, kmax(∞), kmax(1), kmax(2))=(0, 0.97, 0.189,
0.115) for the FCC particles, and (kmin, kmax(∞), kmax(1),
kmax(2))=(0.034, 1, 0.045, 0.64) for the sand particles, at
r/R=0. As shown in Fig. 2, the experimental data indicate
that the radial position influences the gas–solid distribution.
At r/R=0, the bubble phase showed the highestεmax, and
the emulsion phase was more diluted for the sand parti-
cles, while no significant change was observed for the FCC
particles.

4.2. Probability distribution function

In order to study the gas–solid distribution of the bub-
ble and emulsion phases, the probability distribution of the
local voidage fromεmf to 1 was cumulated according to
the method described by Eqs. (5)–(8). It was found that the

probability distribution of the local voidage shows nonlin-
earity, which indicates nonlinear gas–solid distribution in
the fluidized beds. The results also show the complex evo-
lution of the probability density function with increasing
Ug for both FCC and sand particles. The same phenom-
ena has been observed for MgO particles (dp=120mm)
[11]. Fig. 3 gives such evolution of the probability distri-
bution for the two types of particles atr/R=0. The cumu-
lative probability distribution curves tend to the higher
local voidage with increasingUg as more gas goes into both
the emulsion and bubble phases. It is worth mentioning that
the probability distribution function changes gradually from
bubbling to turbulent fluidization with no abrupt change
at Uc.

Fig. 3 also illustrates that the probability distribution of
the local voidage for the FCC particles is different from
that of the sand particles, even if they both have equal
time-averaged voidages. The former has high probability
at and nearby the saturation valueεmf , while the latter has
very low probability in this region. The emulsion phase
strongly shows to be close to the saturated emulsion for
the FCC particles, while in the case of the sand particles,
the emulsion is far from the saturated state due to the
larger amount of the gas entered this phase, as shown in
Fig. 3(a) and (b). Therefore, for different fluidized mate-
rials, the effect of the gas flow on the emulsion phase is
different, their complex two-phase structure behave differ-
ently, with different dominant mechanisms for the gas–solid
interaction.

The probability distribution of the local voidage and its
evolution also depends on the radial position for both par-
ticles, as shown in Fig. 4. The evolution of the probability
distribution function occurs to a greater extent on the bed
core compared to that near the wall for the same gas ve-
locity. Most runs show the highest cumulative probability
near the wall and the lowest atr/R=0, since more gas flows
through the center of the bed than close to the wall. The
gas–solid distribution greatly depends on the gas velocity,
the bed position and the particle properties, which indicates
the complexity of quantifying the dynamic behavior of the
gas and solids in fluidized bed.
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Fig. 3. Evolution of the probability distribution function of the local voidage withUg at r/R=0: (a) FCC; (b) sand.

4.3. Probability density function

The probability density function of the local voidage,
pr(ε), as expressed in Eqs. (5)–(10), was further analyzed to
quantitatively explain the gas–solid distribution and its de-
pendence on both the operating conditions and particle prop-
erties. This is allowed for exploring the dynamic behavior
of the bubble and emulsion phases. It was found that the lo-
cal voidage fromεmf to 1 exhibits a double-peak probability
density function for both particles tested, one peak for the
emulsion phase and another peak for the bubble phase. The
double-peak probability density curve changes upon increas-
ing gas velocity,Ug. An increase in the gas velocity results in
decreasing the probability density of the emulsion phase and

Fig. 4. Comparison between the probability distribution functions of the local voidage at different radial positions and differentUg: (a1), (b1), (c1) FCC;
(a2), (b2), (c2) sand.

increasing the probability density of the bubble phase. The
average peak voidage of the emulsion phase is found to be
equal or close toεmf for FCC particle andε≈0.55 (>εmf) for
the sand particles and the average peak voidage of the bubble
phase was found to beε≈0.85 for FCC particles andε≈0.95
for the sand particles atr/R=0, as shown in Fig. 5(a) and (b).

Such a probability density function and its evolution also
depends on the radial position for both particles tested, as
shown in Fig. 6(a1) and (a2) (r/R=0 and5

6). The peak for the
emulsion decreases gradually and the peak for the bubbles
increases gradually from the wall to the core at the same
gas velocity. Furthermore, the same observation still applies
with the same time-averaged voidage in different positions
as shown in Fig. 6(b1) and (b2). In this case, the probability
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Fig. 5. Change in the probability density function of the local voidage withUg at r/R=0: (a) FCC; (b) sand.

density for the bubbles is lower near the wall than in the
core. As suggested by the data in Fig. 6, the wall has a
strong effect on the gas–solid distribution in the emulsion
and bubble phases.

4.4. Quantification of the probability density function

Although the gas–solid distribution showed the double-
peak probability density function, the density function cor-
responding to the two phases are continuous for both the
particles tested. In order to describe such a gas–solid dis-
tribution with the two-peak density function, the minimum
probability method was introduced to determine the division
(εdiv) between the emulsion phase and the bubble phase, i.e.,
to take the local voidage point with the minimum probabil-
ity density between the two peaks as the division. The di-
vision, εdiv, was found to change with gas velocity and the

Fig. 6. Comparison between the probability density functions of the local voidage at different radial positions: (a1), (b1) FCC; (a2), (b2) sand; (a1), (a2)
for the sameUg; (b1), (b2) for the same time-averaged voidage.

bed position in both bubbling and turbulent regimes, which
could be correlated as

εdiv = kdiv 0 + kdiv 1(Ug − Umf) (14)

where (kdiv 0, kdiv 1)=(0.548, 0.027) for the FCC particles
and (kdiv 0, kdiv 1)=(0.815, 0.029) for the sand particles at
r/R=0. The division between two phases is different for
different particles.

By using such a division,εdiv, for both FCC and sand
particles the probability density function of the local voidage
of the emulsion phase and that of the bubble phase could be
found to satisfy the beta distribution under various operating
conditions. The complex double-peak probability density of
the local voidage fromεmf to 1 and its change could be
quantified by the density function of a particular distribution,
called the coupled beta distribution. This density function
can be obtained by coupling two beta probability density
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functions, one for the emulsion phase and another for the
bubble phase, i.e., in Eq. (10), taking

prb(ε) = εαb−1(1 − ε)βb−1

B(αb, βb)

× (beta probability density function) (15)

pre(ε) = εαe−1(1 − ε)βe−1

B(αe, βe)

× (beta probability density function) (16)

Thus

pr(ε) = f
εαe−1(1 − ε)βe−1

B(αe, βe)
+ (1 − f )

× εαb−1(1 − ε)βb−1

B(αb, βb)
, εmf ≤ ε ≤ 1

× (coupled beta probability density function)

(17)

where

B(αk, βk) = 0(αk)0(βk)

0(αk + βk)
, (k = e, b) (beta function)

(18)

0(t)=
∫ ∞

0
xt−1e−x dx, t > 0 (gamma function) (19)

f = εb − εr

εb − εe
(emulsion phase fraction) (20)

αe = εe

[
εe(1 − εe)

σe
2

− 1

]
(21)

βe = (1 − εe)

[
εe(1 − εe)

σe
2

− 1

]
(22)

αb = εb

[
εb(1 − εb)

σb
2

− 1

]
(23)

Fig. 7. Change in the emulsion phase fraction, the time-averaged voidage, and the mean voidages of the bubble phase and the emulsion phase withUg

at r/R=0: (a) FCC; (b) sand.

βb = (1 − εb)

[
εb(1 − εb)

σb
2

− 1

]
(24)

where εe and σ e are the mean and variance of the beta
distribution for the voidage fluctuations in the emulsion
phase andεb andσ b are the mean and variance of the beta
distribution of the voidage fluctuations in the bubble phase,
estimates of which may be given as

εe = 1

m1

m1∑
i=1

εe(i), ε̂b = 1

m2

m2∑
j=1

εb(j) (25)

σe =
√√√√ 1

m1 − 1

m1∑
i=1

(εe(i) − εe)2,

σb =
√√√√ 1

m2 − 1

m2∑
j=1

(εb(j) − εb)2 (26)

Figs. 7 and 8 show part of the experimental results
achieved with two different particles. The voidage fluctua-
tions, both in the emulsion phase and in the bubble phase,
change with operating conditions. By increasingUg in a
moderate range, gradual increase is observed in the bub-
ble phase fraction (1−f), the time-averaged voidageεr, the
mean voidage of each phase (εe, εb), the mean varianceσ ,
the variance for emulsion phaseσ e, and the variance for
bubble phaseσ b, due to the stronger action of the gas. At
higher gas velocities, though, these variables remain con-
stant in the bed core, as shown in Fig. 7. It can be seen from
Figs. 7 and 8 that the two types of the particles provide
different voidage fluctuations in the two phases. All these
phenomena can be correlated with the operating conditions
as follows:

f = Af (1) + Af (2) exp[− (Ug − Umf)/Af (3)] (27)

εb=Avoid-b(1)+Avoid-b(2) exp[−(Ug−Umf)/Avoid-b(3)] (28)

εe=Avoid-e(1)+Avoid-e(2) exp[−(Ug−Umf)/Avoid-e(3)] (29)
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Fig. 8. Change in the mean variance of voidage fluctuations, and the variances of voidage fluctuations in the emulsion phase and the bubble phase with
Ug at r/R=0: (a) FCC; (b) sand.

Table 2
The values of parameters in Eqs. (27)–(31) (r/R=0)

FCC Sand

Af (1) 0 0.466
Af (2) 1.00 0.534
Af (3) 0.62 0.413
Avoid-b(1) 0.784 1.0
Avoid-b(2) −0.139 −0.146
Avoid-b(3) 0.272 4.439
Avar-b(1) 0.112 0.065
Avar-b(2) −0.116 −0.017
Avar-b(3) 0.047 1.57
Avoid-e(1) εmf εmf+0.20
Avoid-e(2) 0.00061 −0.059
Avoid-e(3) −0.262 0.429
Avar-e(1) 0.025 0.086
Avar-e(2) −0.02 −0.0408
Avar-e(3) 0.152 0.074

σb=Avar-b(1)+Avar-b(2) exp[−(Ug−Umf)/Avar-b(3)] (30)

σe=Avar-e(1)+Avar-e(2) exp[−(Ug−Umf)/Avar-e(3)] (31)

Table 2 gives the values of the parameters in the above
correlation atr/R=0. The relation between the dense phase
fraction and the saturated emulsion phase fraction from sim-
ple two-phase model, described by Eq. (4), was found as

Fig. 9. Comparison between experimental and simulated probability density functions of the local voidage (r/R=0).

f = (Af 0(1) + Af 0(2)(Ug − Umf))f
0 (32)

where atr/R=0, for the FCC particles (Af 0(1), Af 0(2))=
(0.95, 1.17), and for the sand particles (Af 0(1), Af 0(2))=
(1.29, 0). SinceAf 0(2)=0 for sand, the dense phase fraction
is proportional to the assumed saturated emulsion fraction.

By using estimated values off, αe, βe, αb, andβb obtained
from Eqs. (20)–(24) and the corresponding correlations of
the mean voidage and the variance in the two phases, the
probability density of the local voidage was simulated with
the density function described by Eq. (17). Fig. 9 gives the
comparison between the simulated results with the corre-
sponding experimental data. The chi-square (χ2) statistical
test [21] shows a good agreement between the simulated and
the experimental data. Therefore, the probability density of
the local voidage fromεmf to 1 for both the FCC and sand
particles and its changes with operating conditions can be
described and simulated effectively by the density function
of the so-called coupled beta distribution.

4.5. Transition from bubbling to turbulent regime

Fig. 10 shows the simulated evolution of the probability
density function of the local voidage atr/R=0, as described
by Eq. (17). It can be seen from Fig. 10 that the probability
density of the bubble phase becomes higher and that of the
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Fig. 10. Simulated probability density function of the local voidage and its change with gas velocity (r/R=0; dash line: bubbling regime, solid line:
turbulent regime).

dense phase becomes lower with increasingUg. It can also
be concluded from this figure that the gas-solid distribution
evolves gradually from bubbling to turbulent regime. Nev-
ertheless, two different states of gas-solid distribution can
be observed in these regimes and this difference is distinct
for each particle type.

In the case of FCC particles (Fig. 10(a)), the fraction of
the emulsion phase reduces upon increasing the gas veloc-
ity. However, in the bubbling regime the maximum density
appears atεmf , while in the turbulent regime an apparent
change in the shape of the probability density function can
be observed and the maximum density gradually departs
from εmf and the saturated emulsion tends to disappear due
to more intensive action of gas. Moreover, the probability
density of the bubble phase in fluidized FCC particles does
not exhibit considerable difference in the turbulent regime
which suggests that beyondUc the excess gas enters and
dilutes the emulsion rather than forming more bubbles and
increasing the bubble phase fraction.

In the case of sand particles (Fig. 10(b)), increasing the
superficial gas velocity results in decreasing the solid con-
tent of the bubbles and the bubble phase becomes more
dilute. This, of course, means larger gas core in bubbles of
a bed of sand particles. Upon approachingUc, the bubble
phase displays noticeable change in its probability density.
With increasing the gas velocity beyondUc, the probability
density of the pure bubble (ε=1) gradually rises and the
voidage of the maximum probability density of the bub-
ble phase approaches unity. Furthermore, the probability

Fig. 11. Changes in the probability of the local voidageε=εmf for the FCC particles and of the local voidageε=1 for the sand particles.

density of the emulsion phase does not show significant
difference in the turbulent regime, which suggests that at
superficial gas velocities higher thanUc, the excess gas
enters the bubble phase and increases the bubble phase
fraction rather than entering and diluting the emulsion.

The change in the state of the emulsion and bubble phases
is more explicitly shown in Fig. 11(a) and (b) for FCC
and sand particles, respectively. Fig. 11(a) demonstrates the
change in the probability of the local voidageε=εmf for
FCC particles and shows that the probability of the emulsion
being at its saturation state (ε=εmf) is very high at low gas
velocities and constantly decreases upon increasing the gas
velocity. At superficial gas velocities nearUc, this probabil-
ity is very close to zero, which indicates that the saturation
emulsion almost diminishes at the transition from bubbling
to turbulent. Fig. 11(b) shows the change in the probabil-
ity of the local voidageε=1 for sand particles and indicates
that pure bubble (ε=1) does not exist at low gas velocities.
However, at superficial gas velocity nearUc, the pure bubble
begins to occur and its probability increases upon increasing
the gas velocity.

4.6. Spatiotemporal gas–solid distribution

According to Eqs. (11) and (17), the spatiotemporal gas–
solid distribution between the two phases was statisti-
cally described and simulated by the dependence of the
local voidage on the coordinate from the ideal center
of the emulsion phase element to the ideal center of its
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Fig. 12. Spatiotemporal voidage distribution between two centers of an emulsion phase element and its neighboring bubble phase at timescale (r/R=0).

neighboring bubble, i.e., in the vectorY = {(0, εmin),

(1/n, ε1), . . . , (i/n, εi), . . . , (1, εmax)}, (εmf , 1) should be
replaced with (εmin, εmax). Fig. 12 shows the dependence
of the local voidageεi on the time coordinatesi/n and the
influence of the gas velocity atr/R=0 for the FCC and sand
particles. It also indicates a considerable difference in the
gas–solid distribution and two-phase flow structures (the
bubble structure and the emulsion structure), suggesting
different dominant mechanisms influencing the gas–solid
interactions for different particles. Such analysis also gives
an experimental support to the model proposed by Gilbert-
son and Yates [9], i.e., inertia allows some particles to
penetrate into bubbles and the extent of the penetration
is influenced by the particle properties. Different particles
result in different bubble structures.

The above description of the probability distribution of
the local voidage and the spatiotemporal gas–solid distribu-
tion can contribute to further quantitative characterization of
the gas–solid interaction, mass transfer and reaction rates in
fluidized beds.

5. Conclusion

A probability distribution model of the local voidage was
developed to describe and simulate the gas–solid distribu-
tion in the fluidized bed reactors. The two different parti-
cles tested (FCC and sand) exhibited considerably different
dynamic gas–solid distributions and two-phase flow struc-
tures, implying different dominant mechanisms ruling their
gas–solid interactions. For FCC particles, the voidage of the
emulsion phase with the highest probability is close toεmf
in bubbling regime, increasing gradually in the turbulent
regime due to more intensive action of gas. However, for
the sand particles this voidage of the emulsion phase differs
greatly fromεmf . The bubble phase becomes more dilute at
higherUg, and the probability of the pure bubble increase
gradually in turbulent regime. It is worth mentioning that
this conclusion does not mean that less solid particles enter
the bubbles at higher superficial gas velocities, but indicates
that the pure gas region in the center of the bubble grows
larger with increasing gas velocity. In this case, the gas

enters the bubble at a rate higher than the particles, result-
ing in an overall more dilute bubble phase at higher gas
velocities.

The probability distribution function showed gradual
evolution with superficial gas velocity, suggesting that there
is no abrupt change in the two-phase flow structure in tran-
sition from bubbling to turbulent fluidization. However, in
the case of FCC particles, the gas mostly enters and dilutes
the emulsion phase constantly at velocities higher thanUc.
For the sand particles, increasing the gas velocity beyond
Uc results in forming more pure bubbles. The probability
distribution function also showed a strong dependency on
the radial position and particle type. By using the minimum
probability method to identify the division between the
emulsion and bubble phases, the voidage fluctuations of the
two phases were found to follow beta distribution, and the
probability density function of the local voidage fromεmf
to 1 and its complex evolution from bubbling to turbulent
fluidization regime could be effectively described and sim-
ulated by the coupled beta distribution. Such quantification
further introduced statistically the spatiotemporal gas–solid
distribution of the two-phase flow structure at timescale.

6. Nomenclature

Af (i) parameter of Eq. (27),i=1, 2, 3
Af 0(i) parameter of Eq. (32),i=1, 2
Avar-b(i) parameter of Eq. (30),i=1, 2, 3
Avar-e(i) parameter of Eq. (31),i=1, 2, 3
Avoid-b(i) parameter of Eq. (28),i=1, 2, 3
Avoid-e(i) parameter of Eq. (29),i=1, 2, 3
dp average particle diameter (mm)
f dense phase (emulsion phase) fraction
f 0 emulsion phase fraction in simple two-phase

model
kdiv 0 parameter of Eq. (14)
kdiv 1 parameter of Eq. (14)
kmax(1) parameter of Eq. (13)
kmax(2) parameter of Eq. (13)
kmax(∞) parameter of Eq. (13)
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kmin parameter of Eq. (12)
m1 number of samples for emulsion phase
m2 number of samples for bubble phase
n number of scopes of equality probability

in total
Pr0(ε) probability distribution function of local

voidages for the two extreme phases
Prb0(ε) probability distribution function of local

voidages for pure bubble phase
Pre0(ε) probability distribution function of local

voidages for saturated emulsion phase
Pr(ε) probability distribution function of local

voidages for the two phases
Prb(ε) probability distribution function of local

voidages for dynamic bubble phase
Pre(ε) probability distribution function of local

voidages for dynamic emulsion phase
pr(ε) probability density function of local

voidages for the two phases
prb(ε) probability density function of local

voidages for dynamic bubble phase
pre(ε) probability density function of local voidages

for dynamic emulsion phase
r/R dimensionless radius of bed
Uc transition superficial gas velocity from

bubbling to turbulent fluidization (m/s)
Ug superficial gas velocity (m/s)
Umf minimum fluidization gas velocity

(m/s, 0.003 m/s for FCC; 0.24 m/s for sand)
Y vector of voidages and positions

Greek symbols
αi parameter in beta distribution,i=e, b
βi parameter in beta distribution,i=e, b
ε local voidage fromεmf to 1
εb mean voidage of bubble phase
εdiv division of local voidage between bubble

phase and emulsion phase
εe mean voidage of emulsion phase
εi local voidage corresponding to time coordinate

i/n between two centers
εmax maximum local voidage
εmf minimum fluidization voidage (0.45 for FCC;

0.42 for sand)
εmin minimum local voidage
εr time-averaged voidage at an arbitrary

radial position
ρp particle density (kg/m3)
σ b variance of voidage fluctuations in

bubble phase
σ e variance of voidage fluctuations in

emulsion phase

Subscripts
b bubble phase
e emulsion phase
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